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Abstract— With the advent of new gaming technologies, hand 

gestures are gaining popularity as an effective communication 

channel for human computer interaction (HCI). This is 

particularly relevant for patients recovering from mobility-

related injuries or debilitating conditions who use gesture-based 

gaming for rehabilitation therapy. Unfortunately, most gesture-

based gaming systems are designed for able-bodied users and are 

difficult and costly to adapt to people with upper extremity 

mobility impairments. While interface customization is an active 

area of work in assistive technologies (AT), there is no existing 

formal and analytical grounded methodology to adapt gesture-

based control systems for quadriplegics. The goal of this work is 

to solve this hurdle by developing a mathematical framework to 

project the patterns of gestural behavior designed for existing 

gesture systems to those exhibited by quadriplegic subjects due to 

spinal cord injury (SCI). A key component of our framework 

relied on Laban movement analysis (LMA) theory, and consisted 

of four steps: acquiring and preprocessing gesture trajectories, 

extracting feature vectors, training transform functions, and 

generating constrained gestures. The feasibility of this 

framework was validated through user-based experimental 

paradigms and subject validation. It was found that 100% of 

gestures selected by subjects with high-level SCIs came from the 

constrained gesture set. Even for the low-level quadriplegic 

subject, the alternative gestures were preferred. 

Keywords— hand gesture-based interfaces; assistive 

technology; mobility impairments; Laban space. 

I. INTRODUCTION 

In the last few years, gesture-based interfaces have become 
increasingly popular for applications, such as entertainment 
[1], healthcare [2], robotics [3], communication [4], and 
transportation [5].  The application that has received most 
traction is arguably “gaming” [6]. Recent studies have also 
shown that playing games can substantially improve the well-
being [7] and recovery of function [8] in stroke [9], multiple-
sclerosis [10] and Parkinson’s disease [11] rehabilitation 
patients. Unfortunately, commercial gesture-based consoles, 
such as the Wii® and Xbox®, have been developed without 
considering users’ motor limitations. While there have been 
individual, spontaneous, and unstructured customizing gesture-
based interfaces developed for people with disabilities (PWDs) 
[12]. For most, these systems lead to suboptimal solutions, and 
adopted ad-hoc methods rather than generalizable solutions. 

There is no existing methodology to convert a gesture-based 
interface designed for able-bodied individuals to a usable and 
effective interface for PWDs without redesigning the interface 
from scratch. The aim of this work is to project existing 
patterns of gestural behavior to correspond to those of users 
with upper extremity mobility impairments, thereby making 
commercial gesture-based interfaces widely usable by 
quadriplegics.  

Previous work leveraged on the theory of Laban movement 
analysis (LMA) proposed by Laban [13] to characterize 
gestures. This theory can be of paramount importance for 
finding the common patterns in gestures performed by PWDs. 
The LMA method has four major components (Body, Space, 
Shape and Effort) [14]. To simplify its representation, Norman 
Badler developed a special notation called  “Labanotation” 
[15] to describe human movements using LMA. Rett and Dias 
[16]  discussed the modeling and implementation of LMA. 
Santos and Dias [17] focused on converting and interpreting 
human motion signals into a series of features based on the 
study of body trajectories. The main contribution of their work 
was the design of the gesture lexicon consisting of many 
motion-entities which were defined though LMA parameters. 
To analyze the relationships between these motion entities, 
Bayesian networks can be applied [18]. 

The use of LMA for characterizing gesture sets is part of a 
more general approach for determining gestural vocabularies, 
called “analytical-based” [19]. This type of approach builds on 
mathematical models to determine an optima gesture set 
(lexicon). There are also the “technology-based” [20] and 
“human-based” approaches [21]. The gestures selected by the 
technology-based approach were easily “recognizable” by the 
machine, however may be difficult to perform and remember 
by quadriplegic users. In contrast, the human-based approach 
established the gesture vocabulary by maximizing usability-
based metrics (e.g. such as satisfaction and comfort) [22]. 

This paper proposes three main contributions: (a) propose a 
new analytical approach based on transforming gestures from 
different manifold spaces, called the Laban Transform; (b) 
project existing gesture lexicons from gaming applications into 
a new set of gestures suitable for users with quadriplegia; and 
(c) validate and determine the usability of the constrained 
gestures with quadriplegic users. 

This project was supported by the National Institute of Health Director's 
ARRA Pathfinder Award to Promote Diversity in the Scientific Workplace 

(1DP4GM096842-01). 
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Fig. 1 System architecture 
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II. PROBLEM DEFINITION 

The main problem in this work addressed how to project 
standard gestures from a known manifold to a constrained 
(unknown) manifold that corresponds to the space and effort 
that persons with quadriplegia can perform. The term “standard 
gestures” is denoted as gestures designed for able-bodied 
individuals. A “standard gesture lexicon” is referred to a set of 
standard gestures used for a gesture-based interface. To meet 
the goal of making commercial consoles available for users 
with quadriplegia,   standard gesture lexicons (denoted as 
         ) are selected. The union is denoted as    (Eq. 1).  

             (1) 

Let   represent a standard lexicon with N gestures, where 

   .  ̃ is a constrained gesture lexicon corresponding to  . 

  and  ̃  (n=1,2,…,N) denote the nth gesture in   and  ̃ , 
respectively (Eq. 2 and Eq. 3). Let  ̌  denote an arbitrary 
gesture,     represents a mapping from a gesture trajectory to a 
feature vector, and   be a pre-trained transform function 
between the feature vector of a standard gesture and that of a 
constrained gesture (see Section III for details). The problem is 
interpreted as: finding a constrained gesture lexicon to satisfy 
(Eq. 4 and 5).  

                               (2) 

 ̃    ̃   ̃     ̃     ̃              (3) 

 ̃         
                  ̌

‖   ̌         ‖ (4) 

s.t.               , and  ̃   ̃ (5) 

 In this paper, an analytic approach is presented to solve this 
problem (minimize Eq. 4). A set of gestures are collected to 

train the model and once the model is trained, it is tested using 
a testing lexicon. The union of the standard gesture lexicons   
is further divided into two subsets: one is used to collect the 
gesture instances for training (denoted as       ) and the other 
is used for testing (denoted as      ), where Eq. 6 is satisfied. 
 ̅  and  ̿  represent the gesture in        and      .        and 

      are the number of gestures in        and       (Eq. 7 and 
Eq. 8).  

                                            (6) 

       { ̅   ̅     ̅     ̅      
}                  (7) 

      { ̿   ̿     ̿     ̿     
}                (8) 

III. METHODS 

The architecture of the analytic gesture generation approach 
to solve the problem in Section II is shown in Fig. 1. This 
approach consists of the following four steps: A-D. 

A. Acquiring and Preprocessing Gesture Trajectories 

To collect the gesture instances (trajectories) for training, 
both able-bodied and quadriplegic subjects were recruited. 
Each gesture (  ̅ ) in        was presented to subjects via 
slideshows. The subjects were then asked to perform each 
gesture   times and to follow the presented gesture trajectory 
as much as possible. While the subject performed a given 
gesture, the 3D coordinates of the hands were acquired using a 
Kinect camera. Each gesture instance (j) obtained from a trial 
(i) is denoted as      for able-bodied subjects, and      for 

subjects with quadriplegia (Eq. 9 and Eq. 10). Here, one trial 
corresponds to the gestures generated from one slide in the 
slideshow. The function   represents the mapping from the 



subjects’ performance of a gesture to the corresponding 
trajectory. The set of instances for each standard gesture is 
denoted as    and     (Eq. 11 and Eq. 12). Following this 
procedure, the set of gesture instances collected from able-
bodied individuals (denoted as    and subjects with 

quadriplegia (denoted as  ̃) is obtained (Eq. 13 and Eq. 14). 
The union ( ) of all the gesture instances is expressed in Eq. 
15.  

Two steps (outlier removal and smoothing) were employed 
for the acquired gesture instances to reduce noise and the 
variability exhibited by the users. Outliers were those trajectory 
points further than 3σ from the mean. A Kalman filter is 
employed to smooth the 3D gesture trajectories. 

        ̅   (9) 

        ̅   (10) 

   {                       } (11) 

                             (12) 

                       
  (13) 

 ̃                       
  (14) 

      ̃  (15) 

B. Feature Extraction 

Each gesture trajectory is encoded into a feature vector with 
dimensionality K (number of features per gesture). Two 
principles were followed for feature selection; (a) generable: 
representative of the user target population (e.g. quadriplegics); 
and b) separable: differentiable between standard gestures and 
those within the constrained gesture space. To satisfy the 
aforementioned requirements, a union made of Laban space, 
and kinematic and geometric based features was created.  

The Laban space features can provide a good representation 
of the limitations experienced by people with upper extremity 
physical impairments. Features based on Space, Effort, and 
Shape were adopted. The symbolic representation developed 
by Longstaff et al., [23] is used to extract features representing 
the Space component. The Effort component is expressed by 
directness, inertia, and duration of a gesture trajectory [19]. 
The volume of the trajectory is used to quantify the Shape 
component. The kinematic characteristics of a given gesture 
trajectory are described by the velocity, acceleration, and jerk 
component of the motion. The average, maximum and 
minimum value of these three parameters are selected to 
construct the kinematic feature set. Each of them is extracted 
from the gesture trajectory and treated as a component of the 
feature vector. Since the gesture trajectory is a curve, its 
geometric characteristics can be represented using four features 
often used for curve representation: arc length, curvature, 
torsion, and number of inflection points. These features are 
adopted as a complement to the kinematic features, and they 
are key differentiators of the standard and constrained gestures. 
The extracted features are normalized to lie within the 0-1 
range. 

C. Transform Functions Computation 

This section describes the process of acquiring a set of 

transform functions associated with the set of gesture 

instances  . Let         (Eq. 16) denote a vector comprised 

by all the features extracted from a gesture instance     . 

Similarly,  ̃       (Eq. 17) is a vector consisting of all the 

features extracted from a constrained gesture instance 

                               .   represents the 

projection from a gesture instance to a feature vector. Let the 

set consisting of all the feature vectors associated with a given 

gesture  ̅  for able and disabled bodied individuals be    and 

 ̃ , respectively (Eq. 18 and 19). The transform function (  ) 

for each gesture  ̅  in        is then computed using regression 

trees [24] in the following way: for each transform function 

  , a binary regression tree is obtained based on the input and 

output variables    and  ̃  (Eq. 20) so a regression error is 

minimized. The set of transformation functions ( ) for all the 

gestures in the standard lexicon is given by 

  {                    
}. 

 

             (16) 

 ̃            (17) 

   [                ] (18) 

 ̃  [ ̃     ̃       ̃   ] (19) 

( ̃ )   
                (20) 

D. Constrained Gesture Generation 

A two-step iterative process is proposed to generate a 

candidate gesture set using the acquired transform function   

and a gesture generator.  The first step consisted of projecting 

the feature vector of a gesture from the standard to the 

constrained space using  . The second step consisted of 

generating gestures in the vicinity space of the given arbitrary 

gesture through a gesture generator. The generated gesture’s 

feature vector is then compared to the constrained feature 

vector. If the distance between the two vectors is minimum 

(the distance does not decreases more than ε), then the gesture 

is kept as a candidate gesture. Otherwise, the gesture is 

discarded and a new gesture is generated. This process is 

iteratively conducted until a complete candidate set is obtained 

for all the gestures in the testing lexicon. 

In the first step, a gesture lexicon         is selected for 

testing (see Section II). Able-bodied subjects are asked to 

perform M times each gesture    in  . The set of collected 

gesture instances for    is converted to trajectories following 

a similar process as the one explained in Section III.A, and is 

denoted as  ̌ . Then, the gesture encoding approach proposed 

by Calinon et al. [25] is applied to obtain the mean gesture 

trajectory from the set of trajectories  ̌ . This consists of 

building a Gaussian Mixture Model (GMM) from 3D 

trajectories’ data points of all the gesture instances in  ̌ . To 

determine the parameters of the Gaussians, the Expectation 

Maximization algorithm [26] is used. The K-means clustering 



technique was used to give the initial estimate of these 

parameters. Then the mean gesture trajectory (denoted as  ̆ ) 

is obtained using Gaussian Mixture Regression (GMR). To 

obtain the GMR, the joint density is computed using the 

parameters estimated before, from the GMM. This way, GMM 

and GMR are used to encode the gesture trajectories collected 

from able-bodied subjects and obtain a mean standard gesture 

trajectory. The feature vector denoted as  ̅             

(with features presented as in Section B) is computed for each 

mean gesture trajectory  ̆  (Eq. 21). The transform function 

  {                     
} is then applied to map  ̅  to 

a set of constrained feature vector  ̂      
             (Eq. 22). Thus, for each gesture   ,        

constrained feature vectors ( ̂     ̂       ̂       ̂        
) 

are projected using  . The feature vectors acquired in this 

step represent the characteristic constrained gesture 

trajectories. The goal is to determine the constrained gestures 

from the constrained feature vectors’ available information. 

However, since the trajectories possess more information than 

their corresponding feature vectors, the process of obtaining a 

gesture trajectory from its inverse Laban transform 

     ̅      is not analytically possible. 

 

 ̅     ̆              (21) 

 ̂        ̅                   (22) 

To solve this hurdle, the second step incorporated a 

pseudo-random gesture generation process (Fig. 2) using a 

combination of the gesture encoding approach (as described in 

the first step) and a neighborhood search method. This search 

procedure starts by an initial solution (or seed gesture). This 

seed gesture, denoted as  ̌, is obtained through the following 

procedure: 3D data points of each trajectory in  ̌  are 

projected onto a 2D space by using principal component 

analysis (PCA) (denoted as  ̌ ). Then, the same gesture 

encoding approach explained earlier (applying GMM and 

GMR) is used to obtain a mean gesture trajectory, which acts 

as the seed gesture  ̌ . In the first iteration of the search 

procedure, the generated gesture equals to the seed gesture. A 

feature vector  ̌ (see Section B and C) is then computed from 

the generated gesture and compared with the constrained 

feature vector  ̂    (Eq. 23 and 24). Since  ̂    characterize the 

constrained gestures, we need to find a gesture trajectory that 

can minimize a distance metric between  ̌  and  ̂   . A 

parameter search (a neighborhood search) [27] is conducted to 

tune the parameters of the Gaussian and generate a new 

gesture trajectory,  ̌, and the comparison process is repeated. 

When the distance between  ̌  and  ̂    is minimized, the 

mean trajectory resulting from GMR is kept as a candidate 

gesture  ̂    (Eq. 24). This gesture generation process is 

conducted for all the gestures in   (refer to Algorithm 1). For 

each gesture   ,        constrained gestures are obtained to 

constitute the set  ̂  (Eq. 25). The union of all the constrained 

gesture set  ̂  is denoted as   (Eq. 26). Sample results for the 

gesture generation step are shown in Fig. 3.  

 ̌     ̌  (23) 

 ̂           
 ̌

‖ ̌     ̂   ‖  (24) 

 ̂  { ̂     ̂       ̂       ̂        
} (25) 

   ̂   ̂   ̂   ̂  (26) 

Algorithm 1 Constrained Gesture Generation 

Input: a standard gesture lexicon                     
Output: constrained candidate gesture set     ̂   ̂     ̂     ̂  , 

where  ̂  { ̂     ̂       ̂       ̂        
} 

for       
// Feature vector projection 

     // Feature extraction 

      ̅        
     for            

         // Laban transform   {                     
} 

          ̂        ̅   
        // Feature extraction for a generated trajectory  ̌ 

         ̌     ̌  
       // Neighborhood search and gesture generation 

        ̂            ̌‖ ̌     ̂   ‖ 

   end 

    ̂  { ̂     ̂       ̂       ̂        
} 

end 

    ̂   ̂     ̂     ̂   
 

 

Fig. 2 Gesture generator 

 

 
                     (a)                                      (b)                                     (c) 

 
                 (d)                                    (e)                                       (f) 

Fig. 3 Sample results of gesture generation. (a) 3D data; (b) 2D data using 
PCA; (c) GMM model; (d) GMR results; (e) neighborhood search results; (f) 

3D data from back-projecting of 2D data after neighborhood search. 
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IV. RESULTS & DISCUSSION 

A. Experimental Results 

Four able-bodied subjects and three subjects with Cervical 
4 (C4) to Cervical 5 (C5) SCIs were recruited to train the set of 
transform functions. The framework explained in Section III 
was applied (see Fig. 1) to obtain the candidate constrained 

gesture set  ̂             for each gesture    in the 
testing lexicon. The standard gesture lexicons used in this 
experiment is   {“Xbox”, “PointGrab”, “Wisee”, “Win8”} 
(see Appendix). The set of gesture lexicons for training is 
       {“Xbox”, “PointGrab”, “Win8”} (Fig. 4(a), (b), and 
(c)) and for testing is       {“Wisee”} (Fig. 4(d)). Note that 
each lexicon included a number of gestures. Given        , 

the objective is to  generate the constrained gesture set  ̃ 
corresponding to   (as explained in Section II). The number of 
gestures in “Xbox”, “PointGrab”, and “Win8” was five, four, 
and eight, respectively. Since for each gesture in       , a pre-
trained transform function set   is computed, the number of 
transform functions obtained is seventeen (5+4+8). Thus, by 
projecting each gesture    in   using the set of transform 
functions  , seventeen candidate gestures were obtained.  

   
                     (a)                                                          (b) 

 
(c) 

 
(d) 

Fig. 4 Standard gesture lexicons (a) “Xbox” lexicon; (b) “PointGrab” lexicon; 
(c) “Win8” lexicon; (d) “Wisee” lexicon. 

Fig. 5 illustrates the set of candidate gestures ( ̂ ) resulting 
from the proposed approach. The figures displayed present 
varied forms of the original gestures. Most of the gestures 
exhibit more curvature than the original ones        . Based 
only on appearance, it is not possible to assess their usability. 
To further evaluate the constrained gestures, a subjective 
validation was conducted with users with quadriplegia in the 
next section. 

  
                            (a)                                                        (b)  
 

   
                            (c)                                                       (d)   
 

 
(e)   

 

   
                            (f)                                                        (g)   
 

Fig.5 Candidate gestures for the “Wisee” lexicon 

B. Gesture Validation 

Four subjects with upper extremity mobility impairments 
(one with Neurofibroma, two with C4 to C5 SCIs and one with 
a C7 SCI) were recruited in a subjective validation experiment 
to evaluate the constrained gestures generated by the proposed 
approach (Fig. 5). The subjects were asked to respond to two 
questions: (1) how confident you feel you can perform the 
given gesture? (gestures in Fig. 4 (d)) (Q1); (2) choose one 
alternative gesture better than the gesture in Q1 (Q2). For Q1, a 
standard gesture in the “Wisee” lexicon was shown to the 
subjects via a slideshow. The subjects were required to use the 
Borg scale [28] (0-10) to measure the difficulty of the given 
gesture. The higher the score, the more difficult the gesture 
was to perform.  For Q2, the gesture illustrated in Q1 as well as 
its corresponding constrained gestures were presented to the 
subjects. The subjects can either select the standard gesture 
shown in Q1 or select an alternative gesture.  

Unpaired T-test with a statistically significant value of 
P=0.05 tested whether there was a significant difference in 
effort (represented by the Borg scale) among quadriplegic 
subjects. The effort reported by subjects with high-level C4 
and C4/5 SCIs were significantly lower than subjects with 
Neurofibroma (P=0.004; P=0.017) and greater than the effort 
reported by the subject with a low-level C7 SCI (P=0.016; 
P=0.005) when performing gestures in the “Wisee” lexicon 
(Fig. 6).  

 
Fig. 6 Average Borg scale ranking, unpaired t-test, p<0.05 

From the gesture selection results of Q2, 100% of the 
gestures selected by the subjects with C4 and C4/5 
quadriplegia were from the constrained gestures generated by 
our approach.  The stem graph (lower part) in Fig. 7 illustrates 
the index of constrained gestures selected by the subjects (see 
Fig. 5 for the gestures corresponding to the index). If there is 
no rectangle under the bar graph, it means that the standard 
gesture was selected rather than a constrained gesture (this 
occurred with the subject with C7 SCI). Even for the subject 
with C7 quadriplegia, who has more residual hand/arm 
functions than the other subjects, three out of seven constrained 
gestures were selected.  

 

Fig. 7 Borg scale and gesture selection results 
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V. CONCLUSION & FUTURE WORK 

An analytic method was proposed to address the problem 
of projecting standard gestures from a known manifold to an 
unknown constrained manifold that corresponds to the types of 
upper limb gestures that quadriplegics (due to middle to lower 
level (C4-C7) SCIs) are able to make. For each standard 
gesture in a set of lexicons, seventeen alternate constrained 
gestures with varied shape and curvature were generated using 
the pre-trained transform function (that we coined the Laban 
Transform).  

A user-based validation test was conducted with four 
quadriplegic subjects with impaired upper extremity mobility 
to evaluate the usability of the constrained gestures. The results 
demonstrated that subjects reported larger effort when using a 
gesture from the standard group and thus preferred using a 
gesture from our generated alternatives. For subjects with 
higher level (C4 and C4/5) quadriplegia, each of the selected 
gestures came from the constrained gesture set. For the less 
paralyzed subject (C7 SCI), the alternative gestures were 
mostly preferred. These single subject assessments 
independently validated that the generated gestures were more 
usable and sufficient for individuals with quadriplegia to 
engage in widespread gesture recognition technologies. 

Future work will: (1) expand the experiments to recruit 
more subjects with quadriplegia due to SCI  and (2) further 
evaluate the optimal constrained gesture set by having subjects 
use the gestures during the performance of tasks, such as 
playing video games or robotic control. 
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